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Heralded dissipative preparation of nonclassical states in a Kerr oscillator
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We present a heralded state preparation scheme for driven nonlinear open quantum systems. The protocol
is based on a continuous photon counting measurement of the system’s decay channel. When no photons are
detected for a period of time, the system has relaxed to a measurement-induced pseudosteady state. We illustrate
the protocol by the creation of states with a negative Wigner function in a Kerr oscillator, a system whose

unconditional steady state is strictly positive.
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I. INTRODUCTION

Nonlinearity is a crucial prerequisite for quantum algo-
rithms to outperform their classical counterparts in quantum
information processing because it gives rise to states or oper-
ations that cannot be efficiently described in a classical frame-
work [1]. An important property to evaluate the usefulness of
a quantum state in this context is the occurrence of negative
values in its phase-space quasiprobability distribution [2—4].

However, such nonclassical states are challenging to pre-
pare and stabilize because of unavoidable decoherence due to
interaction with an unmonitored environment. For example,
the perhaps simplest nonlinear quantum system, a driven and
damped quantum oscillator with a Kerr nonlinearity, has a
steady-state Wigner function that is strictly positive [5-7].

Here, we circumvent this restriction and quantify the po-
tential of such a system to stabilize nonclassical states with
negative Wigner density. We consider setups where a detector
continuously monitors the emitted photons. Such informa-
tion leaking out of the system has already been useful in
the context of entanglement generation [8—12], teleportation
[13], cooling [14—17], and nonclassical optomechanical limit
cycles [18], since the continuous observation modifies the
system’s dynamics. In general, the states of the system during
a continuous monitoring can have negative Wigner densities,
but they fluctuate stochastically and feedback protocols are
necessary to stabilize a particular state [19]. In this work,
we demonstrate that quantum trajectories can continuously
relax to deterministic states whose presence is revealed by the
detection signal. This mechanism opens a new alternative path
in heralded quantum state preparation and allows one to sta-
bilize certain nonclassical states without feedback, including
Schrodinger kitten states.

In contrast to most heralded state preparation protocols re-
lying on a photon detection event that heralds the projection to
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a (potentially maintained) target state [20-27], we explore the
opposite approach and use the photon-counting measurement
to identify a time evolution which continuously relaxes the
system into the target state, similar to Ref. [28]. Because the
system will stay in this state conditioned on no further photon
detection events, we will refer to it as a pseudosteady state,
to distinguish our mechanism from dissipative steady-state
stabilization [29-32].

On one hand, our results shed light on the actual dynamics
of an open quantum system when the information leaking
out to the environment is not discarded. On the other hand,
they can be seen as a practical protocol for heralded state
preparation in open quantum systems that is feasible with
current technology.

II. SYSTEM

We consider an open quantum system exchanging photons
with a finite-temperature environment. Its quantum master
equation is (i = 1)

%Z) = Lop + «(nn + DD[a)p + knpDla’1p, (1)
where a is the photon annihilation operator, k denotes the
decay rate, ny, is the thermal photon number, and DI[O] P =
OpO" — {070, p}/2 is a Lindblad dissipator. In general, £
can be any completely positive and trace-preserving linear
superoperator such that Eq. (1) has a steady-state solution ;.
For now, we choose Lyp = —i[ﬂo, p], where

Hy=—-Ad'a+Ka'ataa + (;a" + wa’a™ + He) ()

describes an anharmonic oscillator with a Kerr nonlinearity of
strength K that is subjected to semiclassical and parametric
drives of strength o and «y, respectively. We work in a
frame rotating at the semiclassical drive frequency wgrive, and
A = wgrive — wo 1s the detuning with respect to the natural
frequency wy. The photon emission of the system is constantly
monitored by a photon detector, as shown in Fig. 1(a). To
illustrate the basic principle of the protocol, we first focus
on the case of a zero-temperature environment, ny, = 0, and
unit detection efficiency of the photon-counting measurement,
n = 1. The effect of finite temperature and imperfect detection
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FIG. 1. (a) A driven nonlinear open quantum system (gray box)
is monitored by a photon-counting measurement of detection effi-
ciency n. The detection signal provides a herald for the creation of a
pseudosteady state in the system. (b) In a homodyne detection setup,

a local oscillator (LO) signal is added before the detection, which
allows one to modify the pseudosteady state.

is discussed in Sec. VI, and a detailed study including a more
general form of £y is given in the Appendix.

To model the photon-counting measurement, Eq. (1) is
rewritten to a stochastic Schrodinger equation [33],

aly)
——————=—1¥)]JdN. (3
(ylataly) )

The term in brackets describes sudden quantum jumps of
the state vector |y) due to photon detection events. The
Poissonian stochastic increment dN is unity if the photon de-
tector clicks and zero otherwise. It has an ensemble-averaged
expectation value E(dN) = 2(y|M|v¥)dt, where we have in-
troduced the abbreviation M = xa'a/2. The continuous time
evolution of |¢) in the absence of photon detection events is

captured by the nonlinear operator
HIY) = [=i(Ho — id) + (Y IMIY)]IY). “

The non-Hermitian correction —iM to the Hamiltonian H,
introduces relaxation and a decay of the norm of |i). To pre-
serve the norm, we include the nonlinear term (¥ [M|y)|¥) in
‘H. By construction, an ensemble average over many solutions
of Eq. (3) for different realizations of the stochastic jump
process, so-called quantum trajectories, recovers the solution
of Eq. (1) [33]. Note that the time evolution with H corre-
sponds to the rare-event limit s — oo in a generalized master
equation [34-36].

dly) = H|y)dt + (

III. PROTOCOL

The stochastic Schrodinger equation (3) describes a con-
tinuous time evolution of the state |¢) that is interrupted
by discontinuous quantum jump events. This will lead to an
interplay of two timescales: After initial transient dynam-
ics, the quantum trajectories fluctuate on average around the
steady state pgs of Eq. (1), as shown in Fig. 2(a). Quantum
jumps happen at a rate Djymp = 2Tr(M ps). Between two
adjacent quantum jumps, the state |) evolves continuously
according to the operator H, which has a steady-state solution
fulfilling H|yr),, = 0 and an associated relaxation rate Iy
In the following, we will call |),,, the pseudosteady state of
the stochastic Schrodinger equation (3) because it is a steady
state conditioned on the absence of photon detection events.
In the regime [y 2 [jump, the waiting time between two
adjacent quantum jumps can be much larger than the relax-
ation time and |/) relaxes exponentially to |{),, as shown
in Fig. 2(b). Hence, a photon detection event followed by no
further click of the detector for several relaxation times 1/
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FIG. 2. (a) Steady-state dynamics of the photon-number (&'a)
of a Kerr oscillator subjected to a semiclassical drive. An average
over 500 quantum trajectories reproduces the constant steady-state
result (@), (thin solid red line), which determines the average
photon detection rate Ijyy,. Along a single quantum trajectory, (a'a)
(solid green line) evolves by stochastic quantum jumps at a rate
[jump (jump times indicated by black triangles) interchanged with
a relaxation toward a pseudosteady state [y/),, at a rate I'w. The
corresponding photon number (a"a),, is marked by the thick dashed
gray line. In the intervals highlighted in yellow (light gray), the
waiting time between two adjacent quantum jumps is longer than
5 times the relaxation time. (b) The trace distance between the
state [ (¢)) and [¢/),, (solid black line) decays exponentially after
a quantum jump event. The decay rate is I',, (dashed orange line).
(c) Spectrum of the non-Hermitian Hamiltonian that defines the
relaxation dynamics. The relaxation rate I', is the imaginary part
of the smallest gap between the stable eigenstate [y/),, (solid circle)
and the unstable eigenstates (open circles). Parameters: A/k = 1.5,
K/k =22, | |’K/*> = 1.5, a5 /k =0, and & = 0.

heralds the preparation of the state |),, and the waiting time
since the last detection event determines the state preparation
fidelity.

IV. PSEUDOSTEADY STATE AND RELAXATION RATE

We now derive explicit expressions for the pseudosteady
state and the relaxation rate. We assume that the non-
Hermitian operator Hy — iM has a set of left and right eigen-
vectors that can be normalized to form a complete orthonor-
mal basis. The complex spectrum of Hy — iM is denoted by
{h,}, ie.,

(Ho — iM)|¥r,.) = hulu). &)
A pseudosteady state of Eq. (3) is a normalized state vector
|) that satisfies —iEy |v) = H|), where E is real. Such
a solution can exist because the nonlinear term in Eq. (4)
compensates the decay of the norm induced by —iM. To find
the pseudosteady state solution |¢), we decompose |¢) =
» u Cul¥u) with respect to the basis of eigenvectors |1,) and
obtain the following conditions for the expansion coefficients

Cu:

Y e, | —i(Ey —hy) — ZC;CV<wﬁ|M|wV> =0. (6)
By

For a nondegenerate eigenvalue #4,, Eq. (6) implies that
all expansion coefficients are zero except for the coefficient
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¢y = 1//{¥,|¥,) of the corresponding eigenstate |1, ). Thus
each normalized eigenstate |y,) to a nondegenerate eigen-

value h, is a pseudo-steady-state solution with real energy
Ey, = (Yo |Hy|¥r,). For a degenerate eigenvalue h = hy, =

- = hy,, any normalized superposition |{/) = va:1 Col )
of the eigenstates belonging to this degenerate subspace is a
pseudosteady state with £y, = (W|Hol¥).

Since H is a nonlinear operator, some of the pseudosteady
states H|y) = —iEy /) may be unstable. To analyze the sta-
bility of a pseudosteady state |¢) with associated eigenvalue
h, we make the ansatz

x) = e B (1Y) + el — eRe((Ylo )], (D)

where ¢ < 1 is a small parameter and |o') is a state orthogonal
to ). Note that | x) is normalized to leading order in £. We
now expand d|yx) = H|x)dt in powers of ¢ and decompose
o)y =>" u Cul¥) withrespect to the basis of eigenstates [/,

of Hy — iM, which yields

D euPilv) = =i culhy,

2 I3

— WPV, ®)

where P, is the projector on the subspace perpendicular to
|¥). The state |/) is stable if all expansion coefficients ¢,
associated to perturbations orthogonal to |1) decay to zero.
Recall that for a nondegenerate spectrum {#,}, the pseu-
dosteady state |y) = |v,) is an eigenstate of Hy —iM to
eigenvalue i = h,. Therefore, we can rewrite Eq. (8) to

dey, .

Yu # a: YT iChy,
Hence, the state |) is stable if Im(h, — &) < 0 holds for all
W # a, i.e., if h is the eigenvalue of the spectrum with the
largest imaginary part, as shown in Fig. 2(c). The decay rate
of any state |,) towards ) = |1pa) is given by Ireijia =
—Im(h, —h) = (¢M|M|1ﬁu) (W |M|¥), which is the i imag-
inary part of the spectral gap between the two eigenstates
[¥,) and |) = |¥,). Thus, for a nondegenerate spectrum
{h,}, there is only one stable pseudosteady state |1//)pS and
the relaxation rate towards it is determined by the smallest
imaginary gap between the stable pseudosteady state and the
unstable eigenstates of Hy — iM, as shown in Fig. 2(c).

— h)c,. ©)

V. NONCLASSICAL STATES IN A KERR OSCILLATOR

The state p of a quantum system can be represented by
the Wigner function W, () = Tr[pD(a)T1D"(a)]/7, where
D(a) = €' ~"4 s the displacement operator and [T = ¢74'd
is the parity operator [37]. The Wigner function is a quasi-
probability distribution in phase space and negative values of
W, («) indicate a nonclassical state p [38]. We now show that
the pseudosteady state |y/), of a Kerr oscillator can have a
negative Wigner function Wiy, (@), whereas the steady-state
Wigner function Wj,_ () has been proven to be strictly positive
[5-7]. As negativity measure, we use the modulus of the
minimum of the Wigner function, N(p) = | min,[W; ()],
which is nonzero if Wj(«) takes negative values and zero
otherwise.
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FIG. 3. (a) Relaxation rate I';, to the pseudosteady state |1//)ps
(solid blue), jump rate Iy, (dotted red), and negativity of the
Wigner function (solid black) for a Kerr oscillator subject to a
semiclassical drive for fixed dimensionless detuning A/x = 1.5
and rescaled drive power |a;|°K/«® = 1.5. In the area highlighted
in gray, the quantum trajectory is dominated by stochastic quan-
tum jumps, [jump 2 e, and [¥),, cannot be prepared. The open
green rectangle indicates the maximum observable negativity Ny,
and the parameters of Fig. 2. (b) Adding a local oscillator signal
K& allows one to unravel different pseudosteady states. The ratio
Lre1(§)/Tjump(§) (left plot) and the negativity N (| (§)),,) (right plot)
now depend on the complex signal strength &. All states within the
black curve indicating I'v(§)/Tjump(§) =1 can be prepared in a
heralded way. The value of £ indicated by an open white triangle
maximizes N (| (§)),,) under this restriction. (c) Maximum observ-
able negativity Np,x as a function of dimensionless detuning and
rescaled drive power without (left) and with (right) an optimization
of the local oscillator signal £. In the triangle enclosed by the gray
lines, two semiclassical steady-state solutions (&) exist.

A. Semiclassical drive

‘We consider a semiclassical drive, o; > 0, and set o, = 0,
such that the steady-state solution is characterized by the
detuning A/k, the rescaled drive power |or;|*K/k>, and the
ratio K/« [39]. For fixed values of the first two quantities and
K > k, the pseudo-steady state [y/), is positive, as shown in
Fig. 3(a). This is due to the fact that the steady state of a Kerr
oscillator is strictly positive. If the relaxation rate dominates,
Iret > Tjump, the system is almost always in the pseudosteady
state and, therefore, |),, must be identical to ps to ensure
that an ensemble average over many trajectories reproduces
the steady state. However, if relaxation rate and jump rate are
comparable, Iy 2 Tjump, the pseudosteady state differs from
Dss and can be nonclassical, as shown in Fig. 3(a). Quantum
jumps let |y) explore many different states that compensate
the nonclassicality of [¢/),, and average out to a positive
steady state. Finally, for K < « the quantum trajectory is
dominated by stochastic quantum jump events. Then, |¢)
can no longer relax to |y/),, because the intervals between
two quantum jumps are much shorter than the relaxation
time, [jump > I'rel. Considering this, we define the maximum
observable negativity Nmax as the maximum of N(|/)) in
the regime I'ye; 2 Tjump. The left panel of Fig. 3(c) displays
Nmax as a function of the dimensionless detuning and the
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rescaled drive power. Usually, the negativity N(|yr),,) de-
creases monotonically as a function of K/k, such that the
maximum observable negativity Ny, is achieved for I =
[jump. However, in the regime where two stable semiclassical
solutions exist, enclosed by the gray lines in Fig. 3(c), the
largest negativity is observed for I're) > T'jump.

B. Unraveling different states

The unraveling of the quantum master equation (1) is not
unique [33]. Thus the operator H is not unique and many
different pseudostationary states |y}, can be stabilized to
a given steady-state solution pg. To illustrate this point, we
consider the homodyne detection setup shown in Fig. 1(b).
A beamsplitter is placed between the system and the photon
detector, such that the signal ./k& of a local oscillator is
added to the system’s output and the jump probability is
modified, E(dN’) = k (y|(a" + £*)(a + &)|y)dt. This corre-
sponds to a photon-counting measurement in a displaced
frame |x) = D(&)|y) with a modified Hamiltonian ﬁé(é) =
D(&)AD' (&) — ik(§*a — £a’)/2. Thus the results derived in
Sec. IV can be carried over straightforwardly.

The local oscillator signal /k& now allows us to modify
the ratio I're(§ )/ Tjump(§ ) and the pseudosteady state |y (§ ))ps,
as shown in Fig. 3(b). In contrast to the standard homodyne
detection limit || > (@), where the local oscillator signal
dominates and the quantum trajectory is a continuous Wiener
process [33], we consider the opposite limit |&| < (@), such
that the detection of photons is still a Poissonian quantum
jump process. Moreover, a state [/ (§)),, can only be prepared
if I're; < TMjump holds, which restricts £ to the area inside the
black curve in Fig. 3(b). Nevertheless, an optimization of the
local oscillator signal & under these constraints significantly
increases the maximum observable negativity Ny.x over the
case of £ = 0, as shown in the right panel of Fig. 3(c).

C. Parametric drive

Our protocol can be used to stabilize a Schrédinger kitten
state in a Kerr oscillator without the need for feedback [19]:
we consider a resonant parametric drive, i.e., A =0, oy = 0,
and o, > 0, such that the non-Hermitian Hamiltonian Hy —
iM commutes with the parity operator IT and the spectrum
consists of two subspaces of eigenstates having different
parity, {hff}. The operator H does not mix these subspaces,
therefore, both the even and the odd-parity eigenstate Wfo)
with largest imaginary part of the eigenvalue hffo are stable, as
shown in Fig. 4(a), and their relaxation rates are determined
by the imaginary parts of the spectral gaps to the unstable
eigenstates of the corresponding parity.

While we redefined here the relaxation rate I'ye to take
into account parity conservation, the relevant quantity to be
compared to I'juyp in the heralding protocol is still the first
spectral gap, I'yy = Im(h:[0 — hy,,): photon detection events
change the parity of |{) and approximately map the stable
states |1/f/jf0) to one another, such that the quantum trajectories
jump between the two states, as shown in Fig. 4(b). The rate
"5y measures the asymmetry in the jump rates of |1//ff0), which
reflects their different photon-number expectation values. If
[asy 2 Tjump holds, the states can be discriminated in the
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FIG. 4. (a) Spectrum of even-parity (circles) and odd-parity
(squares) stable (solid markers) and unstable (open markers) eigen-
states of the non-Hermitian Hamiltonian that defines the relaxation
dynamics for a Kerr oscillator subject to a resonant parametric drive.
The imaginary part of the gap between the two stable states deter-
mines their jump-rate asymmetry I'yy. (b) Photon-number (a*a) in
the steady-state regime. An average over 500 trajectories reproduces
the steady-state result (thin red), which determines the jump rate
[jump- Each quantum trajectory (solid green line) jumps between the
stable states of opposite parity (jump times indicated by black trian-
gles). If I'yy 2 Tjump holds, one can prepare the stable even-parity
eigenstate |{), in a heralded way. (c) After a quantum jump event,
the trace distance between |y(7)) and |v),, (solid black) decays
exponentially. Since parity is conserved, the relaxation happens at
arate 'y (dashed orange), which is the imaginary part of the second
spectral gap. For comparison, the dash-dotted blue line indicates a
decay at the rate I'ygy corresponding to the first spectral gap. (d) Re-
laxation rate 'y (dashed orange), jump-rate asymmetry ', (dash-
dotted blue), total jump rate I'jym, (dashed red), and Wigner-function
negativity (solid black) as a function of the drive strength. In the gray
area, the time evolution is dominated by stochastic quantum jumps,
[jump = Tagy» and W/)m cannot be prepared. (¢) Maximum observ-
able negativity as a function of the dimensionless Kerr nonlinearity
K/k. Parameters: A/k =0, K/k =10, oy /k =0, ap/k = 5.3, and
£E=0.

photon detection signal and the longer-lived state |1p;0) can
be prepared in a heralded way, |/),, = |w;r0). The relaxation
rate Iy towards [y),,, is given by the second spectral gap
and determines the relaxation &|1p;0) — |1ﬁ;0), as shown in
Fig. 4(c). Since I're; > I'yy holds, the relaxation to the target
state within the heralding interval is guaranteed. Similar to
the case of a semiclassical drive, Figs. 4(d) and 4(e) show
that |1/f)PS can have a negative Wigner function if T'yy 2 I'jump
and K 2 « hold, but N(|/),,) is zero in the limit [y >
['jump because [yr),,; converges to the positive steady state Pss.
Note that the convergence pps — Pss if Trel, asy >> Tjump 18
specific to the Kerr oscillator studied here.

Importantly, in the limit K > « the states Wlfo ) converge
to the even and odd Schrodinger cat states |Ci) = (o) £
|—a))/[2(1 £ e~212")]1/2 [38], where o = iv/az/K. In this
regime, the steady-state solution ps is a statistical mixture of
the two indistinguishable cat states |C.). The small correction
—iM o k due to the photon detection breaks this symmetry
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FIG. 5. (a) Impact of finite temperature or imperfect detection on
the pseudosteady state of a Kerr oscillator subject to a semiclassical
drive. The main plot shows the minimum of the Wigner function
ming [W;, (a)] = —N(pps) as a function of the thermal photon num-
ber ny and the detection efficiency 7. The smaller plots show the
Wigner function W () of selected states. The origin has been shifted
to the steady-state expectation value (a). (Top) Wigner function of
steady-state py and pseudosteady state pps for ny =0 and n = 1.
(Bottom) Wigner function of pseudosteady state pps for ng, = 0.5
and n =1 (left) and ny, = 0 and n = 0.25 (right). Parameters are
AJk = 1.5 ) PK/> = 1.5, 00 /k =0, K/ =2.2,E//k =09 x
exp(1.8i). (b) Same plots for a Kerr oscillator subject to a parametric
drive. (Top) Wigner function of steady-state pi and pseudosteady
state pps for ny, = 0 and n = 1. (Bottom) Wigner function of pseu-
dosteady state for ng, = 0.1 and n = 1 (left) and ny, = O and n = 0.5
(right). Parameters are A/xk =0, a1 /k =0, aa/k = 5.3, K/k = 10,
£=0.

and allows us to stabilize the even-parity Schrodinger kitten
state |C;) = |v)ps Without feedback.

VI. FINITE TEMPERATURE AND IMPERFECT
PHOTON DETECTION

In an experiment, the environment will be at finite tem-
perature and it may emit photons into the open quantum
system. Moreover, current photon detectors have detection
efficiencies of less than 100% such that photons emitted by
the open quantum system may escape undetectedly. Both
effects give rise to unmonitored dissipative processes that
require us to go beyond the stochastic Schrodinger equation
(3), i.e., we must describe the system by a stochastic master
equation for a density matrix p. In the Appendix, we discuss
this generalization of our findings to finite temperature ny, >
0, imperfect detection 0 < n < 1, and additional dissipative
channels in L. In essence, the unobserved dissipative pro-
cesses mix different eigenstates of Hy — iM, the pseudosteady
state becomes a mixed state Dy, and negativities in the Wigner
function get averaged out depending on the statistical mixture
of eigenstates described by pps.

In Fig. 5, the minimum of the Wigner function,
min,, [Wﬁps (a)] = —=N(pps), is shown for finite temperature

or imperfect photon detection. Note that imperfect photon
detection both includes a loss of photons on the way to the de-
tector and a detection efficiency less than unity at the detector
itself. Thermal effects average out the negativity at a thermal
photon number of about ng ~ 0.1. Hence, negative Wigner
functions can be observed in the optical frequency range,
but precooling or cryogenic environments are necessary for
microwave-frequency setups.

Importantly, Fig. 5 demonstrates that imperfect photon
detection is not a major challenge. Even for a relatively low
detection efficiency of n ~ 0.25 for a semiclassical drive and
n ~ 0.5 for a parametric drive, negativities in the Wigner
function are still present. Thus current photon detection ef-
ficiencies in the optical and infrared range of above 88% are
promising to resolve nonclassical states [40,41]. The single-
photon detection efficiency in the microwave regime is still
lower [42], but recently values exceeding 70% have been
reached [43,44].

VII. EXPERIMENTAL IMPLEMENTATION

Our results show that quantum oscillators with Kerr nonlin-
earities of the order of the decay rate « are sufficient to observe
negative pseudosteady state Wigner functions. Such nonlinear
resonators can be realized in a variety of platforms, e.g.,
superconducting circuits [45,46] and trapped ions [47,48].
Potentially, even hybrid optomechanical systems could reach
the required nonlinearities [45,49-51]. To ensure [jymp < Trels
the steady-state photon number needs to be small, (afa) < 1.

A first step towards an experimental realization of our pro-
posal is to demonstrate the nonclassicality of the pseudosteady
state in a Wigner function tomography. This can be achieved
with minimal complexity using the existing setup shown in
Fig. 1(b) and the protocols described in Refs. [52,53]. These
protocols are based on the fact that the value of the Wigner
function W (0) at the origin of phase space can be obtained by
simple photon detection. A displacement of the mode prior
to detection allows one to measure the Wigner function at
different positions in phase space. A possible experiment will
consist of repeated runs of data collection, each one measuring
one pixel W () of the Wigner function. A run starts with
a state preparation step as described in Sec. III. When the
generation of a nonclassical state is heralded, the tomography
step begins and the local oscillator signal is suddenly changed
to displace the state and measure the Wigner function at the
coordinate c.

Other ways to perform a Wigner function tomography
have been demonstrated in experiments with superconducting
circuits or trapped ions. There, one measures the interaction
of an (artificial) atom with the nonclassical quantum state to
reconstruct the Wigner function [54-56].

Having verified the nonclassicality of the pseudosteady
state, the next experimental step is to extract and use it.
Hybrid optomechanical systems are promising candidates for
this task, because they allow one to perform on-demand state-
swap operations between their modes [57]. An experimental
protocol could consist of a state preparation step in an optical
mode of the system, followed by a state swap to another
mode if the presence of a nonclassical state is heralded. The
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properties of the target mode of the state swap are tailored to
the task one wishes to perform with the nonclassical state.

VIII. CONCLUSION

We have shown that continuous photon detection can stabi-
lize nonclassical pseudosteady states in a driven and damped
Kerr nonlinear oscillator, whose steady-state Wigner function
is known to be strictly positive. The required nonlinearities
and photon detection efficiencies are feasible with current
technology. We have applied this protocol to a Kerr parametric
oscillator to prepare Schrodinger kitten states. Making use
of the jump-rate asymmetry between the states of different
parity, we demonstrated that observation is sufficient to stabi-
lize such nonclassical states, even in the absence of feedback.
Finally, viewed from a different angle, the proposed scheme
is a heralding protocol to stabilize quantum states in open
systems.
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APPENDIX: PSEUDOSTEADY STATE OF A STOCHASTIC
QUANTUM MASTER EQUATION

In this Appendix, we consider the general case of an
unraveling of the quantum master equation (1) where Ly is
any completely positive and trace preserving linear super-
operator such that Eq. (1) has a steady-state solution pPs.
We assume that the output mode & is displaced by a local
oscillator signal of strength /«(ng + 1)n& before photon
detection, as sketched in Fig. 1(b). Note that the case £ =0
reproduces the conventional photon-detection scenario. Under
these more general conditions, the corresponding stochastic
quantum master equation is given by [33]

. = (@a+&pa@t+g) }
dp = Lpd — p |dN, Al
p=Lbdrt [Tr[(a*+s*>(a+s>m p S
Lh = (L+N)p—Te(Np)p, (A2)

where we introduced the abbreviations
. i Ay A
Lp = Lop — l|:K(nlh + 1)775(511I — &%), P]

+ k(g + 1)(1 — n)D[alp + knwDla'1p,
Np = —%(nm + Dn{@" + 9@+ 6), p).

(A3)
(AD)
The Poissonian increment dN = dN? has the ensemble-

averaged expectation value E(dN) = —Tr(N p)dt. The super-
operator N'p is the counterpart of the non-Hermitian operator

—iM in Eq. (4), i.e., it describes the modification of the
dynamics if no photons are detected and causes a decay of
the trace of p. To preserve the normalization, we include the
nonlinear term —Tr(Np)p into Lp.

In the following, we require that the quantum master
equation (1) has a steady-state solution p and that the su-
peroperator £ + A has a set of left and right eigenvectors

L+ Ny = huPus (A5)

that can suitably be normalized to form a complete orthonor-
mal basis with respect to the Hilbert-Schmidt scalar product,
(Pv, Pu) = Tr(,Z)IfoM) =4, This assumption is valid for all
systems that do not have exceptional points [60].

In the limit £op — —i[H, p], nw — 0, and n — 1, the
stochastic Schrodinger equation (3) and the stochastic quan-
tum master equation (A1) can be mapped onto one another.
The right eigenstates |v;) of H —iM, cf. Eq. (5), can be
used to construct the right eigenstates p, = p; ; = [¥:) (V)]
of L+ N, cf. Eq. (A5), and the corresponding eigenvalues
fulfill A, = A; ; = —i(h; — h’]‘) For finite temperature ng >
0, imperfect detection efficiency 0 < n < 1, or additional dis-
sipation channels in Ly, this relation breaks down because the
additional Lindblad dissipators in Eq. (A3) mix different basis
states p; ;. Note that non-Hermitian states p; j; are never
mixed with Hermitian states p;; because £p must preserve
the Hermiticity of p. Physically, these processes correspond
to unmonitored dissipative interactions such that the system
state can no longer be described by a pure state |y). Instead,
different states p; ;, each of them possibly having a negative
Wigner function, are mixed and their negativity is ultimately
averaged out to a non-negative pseudo-steady-state Wigner
function in the limit n — 0.

The pseudosteady state of Eq. (Al) is a density matrix p
that is Hermitian, positive semidefinite, normalized to unit
trace, and that satisfies £p = 0. In analogy to the treatment
in the main text, we decompose p with respect to the basis of
eigenstates of L+ N, p =Y 4 CuPu»> and obtain the follow-
ing conditions for the expansion coefficients:

Viscu| by — Y cphpTr(pp) | = 0. (A7)
B

For a nondegenerate eigenvalue A,, all but the coefficient ¢,
of the corresponding eigenstate p, must be zero. Thus each
eigenstate p, to a nondegenerate eigenvalue A, is a valid
solution provided that it is Hermitian, positive semidefinite,
and has a nonzero trace such that it can be normalized by
¢y = 1/Tr(p,). For a degenerate eigenvalue A = A, = --- =
Ay, only the coefficients c,, of eigenstates p,, belonging
to the degenerate subspace {A,,, ..., A,,} are nonzero. Any
mixture p = Zfil ¢, 0y, of these eigenstates is a valid so-
lution provided that it is Hermitian, positive semidefinite,
and normalized to unit trace, vazl ¢, Tr(py,) = 1. It can be
shown that any convex combination of eigenstates with real
eigenvalues is again a solution to £p = 0 [61].

Since L£p is a nonlinear superoperator, some of the solu-
tions to £p = 0 determined above may be unstable against

013071-6



HERALDED DISSIPATIVE PREPARATION OF ...

PHYSICAL REVIEW RESEARCH 2, 013071 (2020)

perturbations. To analyze the stability of a solution p to
eigenvalue A, we make the ansatz

X =P +ed)l —eTr(6)], (A8)

where ¢ < 1 is a small parameter and 6 is a Hermitian and
positive-semidefinite density matrix that is orthogonal to p.
Note that x is normalized to leading order in ¢. We expand
% = L# in terms of & and decompose 6 = Zu ¢, P, With
respect to the basis of eigenstates of £ + N, which yields

D éuPipu =Y culuu—2PLip, (A9)
" "

where P, is the projector on the subspace perpendicular to
p. The state p is stable if all expansion coefficients c,, of
perturbations orthogonal to p decay to zero.

For a nondegenerate spectrum {A,}, 0 = P, is an eigen-
state of £+ AN to eigenvalue A = A, and we can rewrite
Eq. (A9) to

dc
Vi d—t"“z(/\ﬂ—x)cu.

Hence, the state p = p, is stable if Re(A, — 1) < 0 holds for
all 4 # «, i.e., if A is the eigenvalue of the spectrum with the
largest real part.
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